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Musical robots are complex systems that require the integration of several
di↵erent functions to operate successfully. These processes range from sound
analysis and music representation to mapping and modeling of musical expres-
sion. Recent advancements in Computational Creativity (CC) and Artificial
Intelligence (AI) have added yet another level of complexity to these settings,
with aspects of Human–AI Interaction (HAI) becoming increasingly impor-
tant. The rise of intelligent music systems raises questions not only about the
evaluation of Human–Robot Interaction (HRI) in robot musicianship but also
about the quality of the generated musical output. The topic of evaluation
has been extensively discussed and debated in the fields of Human–Computer
Interaction (HCI) and New Interfaces for Musical Expression (NIME) through-
out the years. However, interactions with robots often have a strong social
or emotional component, and the experience of interacting with a robot is
therefore somewhat di↵erent from that of interacting with other technologies.
Since musical robots produce creative output, topics such as creative agency
and what is meant by the term “success” when interacting with an intelligent
music system should also be considered. The evaluation of musical robots
thus expands beyond traditional evaluation concepts such as usability and
user experience. To explore which evaluation methodologies that might be
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appropriate for musical robots, this chapter first presents a brief introduction
to the field of research dedicated to robotic musicianship, followed by an
overview of evaluation methods used in the neighboring research fields of HCI,
HRI, HAI, NIME, and CC. The chapter concludes with a review of evaluation
methods used in robot musicianship literature and a discussion of prospects
for future research.

12.1 Background

The history of musical automata predates digital technology. Archimedes
invented the first known humanoid musical automaton, an elaborate clepsydra
(water clock) combined with a Byzantine whistle, in the 3rd century BC and
attempts to mechanize musical instruments in the form of mechanically wind-
fed organs were done as early as in the 4th century BC [43, 88]. Mechanical
automatic musical instruments that play pre-programmed music with negligible
human intervention can be traced back at least to the 9th century [55, 87].
The algorithmic thought in Western music composition goes even further back
in time, to the beginning of notation [129]. In more recent years, advances
in computational power, sound processing, electrical engineering, as well as
Artificial Intelligence (AI) and Virtual/Augmented Reality (VR/AR), have
paved the way for new interaction possibilities with robots that go beyond
physical corporality. Today, technological developments have blurred the line
between robots as tangible entities and robots as abstract intelligent agents.
The emergence of such musical systems introduces a need to understand and
evaluate robotic systems in the musical and socio-cultural context in which they
are used. But how should these systems be evaluated, and which properties
should be considered important, when pursuing such an activity? This is the
focus of this chapter.

Before diving deeper into a discussion of evaluation methods, it is first
important to define the term “musical robot”; which properties of a system
are required to be considered a musical robot and – more importantly – what
is not a musical robot? To be able to answer these questions, we may refer to
standards and robot taxonomies. It has been suggested that the concept of a
“robot” predates the word by several centuries, and that the history of robots
has been intertwined with the arts [149]. In ISO Standard 8373:2012, a robot
is defined as “a programmed actuated mechanism with a degree of autonomy
to perform locomotion, manipulation or positioning” [66]. Autonomy in this
context refers to the “ability to perform intended tasks based on current state
and sensing, without human intervention”.

Given that music, or musicking [140], is an activity that is embedded in
a social context, it is worth reviewing taxonomies from the field of Human–
Robot Interaction (HRI) in this context. Several di↵erent taxonomies have been
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TABLE 12.1
Overview of Onnasch and Roesler’s taxonomy to structure and analyze Hu-
man–Robot Interaction (adapted from [115]). Abbreviations: a = anthropo-
morphic, z = zoomorphic, t = technical, NH = number of humans, NR =
number of robots.
Interaction context

Field of application Exposure to

Industry, service, mili-
tary & police, space
expedition, therapy, ed-
ucation, entertainment,
none

Robot: embodied, depicted
Setting: field, laboratory

Robot Robot task specification Robot morphology Degree of robot autonomy

Information exchange, preci-
sion, physical load reduction,
transport, manipulation, cog-
nitive stimulation, emotional
stimulation, physical stimula-
tion

Appearance: a/z/t

Communication: a/z/t
Movement: a/z/t
Context: a/z/t

Information acquisition: � to +
Information analyses: � to +
Decision making: � to +
Action implementation: � to +

Team Human role Communication

channel

Proximity

Supervisor, operator, collabo-
rator, cooperator, bystander

Input: electronic, me-
chanical, acoustic, optic
Output: tactile, acous-
tic, visual

Temporal: synchronous, asyn-
chronous
Physical: following, touching,
approaching, passing, avoidance,
none

Team composition

NH = NR

NH > NR

NH < NR

proposed (see e.g. [169,170]). A recent example is the taxonomy introduced by
Onnasch and Roesler in [115], which divides HRI work into three clusters with
di↵erent foci: (1) interaction context classification, (2) robot classification, and
(3) team classification. An overview of the three di↵erent clusters, and their
corresponding categories to specify an HRI scenario, is presented in Table 12.1.
The interaction context cluster involves, for example, the field of application.
For musical robots, relevant examples include entertainment, education, and
therapy. The interaction context also relates to how you are exposed to the
robot; exposure can be embodied, which is the case for a physical robot, or
depicted, which is the case for a virtual agent. This exposure can be in a
field versus laboratory setting. The robot classification cluster focuses on the
robot’s work context and design; robot task specification, robot morphology,
and degree of robot autonomy. In this context, robot morphology refers to
the appearance of the robot, among other factors. For example, a robot can
be classified as anthropomorphic (human-like) or zoomorphic (animal-like). It
could also be more task-driven than human, i.e. technical. Finally, the third
cluster, team classification, focuses on the human role (supervisor, operator,
collaborator, co-operator, or bystander), the team composition (number of
robots versus humans), the communication channel (e.g. tactile or acoustic
communication), and proximity (temporal or physical).
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A framework focused on classification of social robots was presented in [8].
This classification characterizes robots along seven dimensions (somewhat
overlapping with the categories discussed in [115]): appearance, social capabili-
ties, propose and application area, relational role, autonomy and intelligence,
proximity, and temporal profile. Although musical robots may find themselves
on di↵erent points along these dimensions, some broader themes can be identi-
fied. For example, musical robots often have artifact-shaped or bio-inspired
appearance. In other words, the design of musical robots is often inspired by
acoustic instruments or features of, or even the entire, human body.1 Di↵erent
robots have di↵erent levels of social capabilities. For example, musical robots
usually communicate using non-verbal modalities, producing sounds. They
may also use motion, gestures, and lights. Some musical robots can model and
recognize social aspects of human communication and respond accordingly. For
example, they may interpret musical phrases played by a musician and adopt
their musical response. The purpose and application areas of musical robots
span across a wide range of di↵erent domains. Musical robots can be used for
personal empowerment, to expand on human abilities, and to empower people
to enhance creativity on an individual level. The relational role of the robot, i.e.
the role that the robot is designed to fulfill within an interaction, can also take
many forms. For example, musical robots can act as co-players in an ensemble,
solo performers, and music teachers, among other roles. They may greatly
vary when it comes to their autonomy and intelligence, for example, in terms
of their ability to perceive environment-related and human-related factors
such as physical parameters (speed, motion), non-verbal social cues (gestures,
gaze, facial expression), and speech. They may also di↵er in terms of planning
of actions and how much they can learn through interaction with humans
and the environment, over time. When it comes to the spatial proximity of
the interaction, the most common scenario for a musical robot is that the
robot exists in a shared space, interacting directly with a human (but there
are, of course, also other scenarios). Finally, the temporal profile of musical
robots can vary when it comes to time span, duration, and frequency of the
interactions.

To further narrow down what we mean by the term musical robot, we
may turn to literature on machine musicianship, and robot musicianship, in
particular. An influential book in this context is “Machine Musicianship” by
Robert Rowe [129]. Rowe describes that the training of a musician begins by
teaching basic musical concepts that underlie the musical skills of listening,
performance, and composition. Such knowledge is commonly referred to as
musicianship. Computer programs that are designed to implement any of
these skills, for example, the skill to make sense of the music that is being
heard, will benefit from a musician’s level of musicianship. Another influential
example from the literature is the work “Robotic Musicianship – Embodied

1Consider, for example, “The Prayer”, a singing mouth robot by Diemut Strebe [151],
versus full-body humanoids such as the “Waseda Saxophonist Robot No. 2 (WAS2)” [148].
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Artificial Creativity and Mechatronic Musical Expression” by Gil Weinberg
et al. [163]. In this book, the authors describe robot musicianship research as
work focused on “the construction of machines that can produce sound, analyze
and generate musical input, and interact with humans in a musically meaningful
manner” [162]. They define two primary research areas in this field: Musical
Mechatronics [81] andMachine Musicianship [129]. The first relates to the study
and construction of physical devices that generate sound through mechanical
means, whereas the latter refers to the development of algorithms and cognitive
models of music perception, composition, performance, and theory. The two
disciplines are said to be brought together by Robotic Musicianship. Weinberg
et al. describe that the ultimate goal of robotic musicianship is to design robots
that can demonstrate musicality, expression, and artistry, while stimulating
innovation and creativity in other musicians [162]. Rather than imitating or
replacing human creativity, the goal of robotic musicianship is to supplement
human creativity, and to enrich musical experiences for humans [162]. In this
way, robot musicianship may advance music as an art form by creating novel
musical experiences that can encourage humans to create, perform, and think
of music in new ways.

Robot musicianship brings together perceptual and generative computation
with physical sound generators to create systems capable of (1) rich acoustic
sound production, (2) intuitive physics-based visual cues from sound producing
movements, and (3) expressive physical behaviors through sound accompanying
body movements [133]. Robotic musicians make use of various methods for
music generation. This includes generative functions such as composition,
improvisation, score interpretation and accompaniment, which in turn can
rely on statistical models, predefined rules, abstract algorithms, or actuation
techniques [162]. Going beyond sound-producing ability, an important aspect
of robotic musicianship is the cognitive models and algorithms that enable
the machines to act like skilled musicians. A robotic musician should have the
ability to extract information relevant to the music or performance and be able
to apply this information to the musical decision process. This is something
that Weinberg et al. refer to as Musical Intelligence. As stressed by Ajay Kapur
in [81], a robot must be able to sense what the human is doing musically, and
the machine must deduce meaningful information from all its sensor data and
then generate a valid response. Moreover, as described in [145], an idealized
musical robot should integrate musical representation, techniques, expression,
detailed analysis and control, for both playing and listening. Musical robots
usually put emphasis on Machine Listening, i.e, on extracting meaningful
information from audio signals using sensing and analysis methods [131]. To
provide the robot with information about other musicians (for example, to
be able to synchronize musical events) visual sensing and computer vision
techniques, as well as multimodal analysis focused on inertia measuring units
capturing acceleration and orientation of limbs, may also be used [162].
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12.2 Musical Robots

The terms “musical robots” and “robotic musical instruments” can refer to a
wide range of di↵erent types of musical machines [84]. Ajay Kapur [81] defines
a robotic musical instrument as “a sound-making device that automatically
creates music with the use of mechanical parts, such as motors, solenoids
and gears”. Steven Kemper [84] suggested that although approaches lacking
autonomy could more accurately fall under the term “musical mechatronics”
(see e.g. [81, 171]), the popular conception of robots rooted in mythology
includes any machines that can mimic human actions (citing [72,153]). As such,
he considers any approach in which an electromechanical actuator produces a
visible physical action that models the human act of making music as “musical
robotics”, regardless of level of autonomous control.

Several overviews of the history of musical robots have been published
throughout the years. A review of musical automata from classical antiq-
uity to the 19th century was provided by Krzyzaniak in [88]. Kapur pub-
lished a comprehensive overview of piano robots, percussion robots, string
robots, wind robots, and turntable robots in [81]. Weinberg et al. [162]
provided an overview of musical robots designed to play traditional instru-
ments, with examples of robots playing percussive instruments, stringed in-
struments, and wind instruments. An introduction to research trends for
musical performance robots was given by Solis and Takanishi in [146]. Fi-
nally, foundations of musical robotics and how such systems experienced
a rebirth even in the face of loudspeaker technology dominance, thanks to
their ability to serve as uniquely spatialized musical agents, was discussed in
[97, 107].

Some of the earliest examples of musical robots include di↵erent types of
musical automatons and automatic musical instruments driven by water and air,
such as water clocks, wind-fed organs, and systems involving whistles or flutes,
including mechanical birds (see [88, 109]). When it comes to programmable
music machines, notable examples include Ismail ibn al-Razzaz al-Jazari’s
mechanical boat with four musical automata, as well as his early examples
of percussion robots. Two programmable humanoid music robots that often
reoccur in the literature are Jacques de Vaucanson’s “Flute Player” automaton
from 1738 [34], and Pierre Jaquet-Droz’s “Musical Lady” from the 1770s
[149,168].

Kapur describes the “Player Piano” as one of the first examples of mechan-
ically played musical instruments. On the topic of piano robots, he mentions
the “Pianista” piano by Henri Fourneaux and “Pianola” by Edwin Scott Votey.
Kapur also discusses humanoid techniques in which the entire human body
is modeled to play the piano, for example, the “WABOT-2” from Waseda
University [125]. Today, there are electronic systems for control of mechanical



Musical Robots 249

pianos; automated pianos controlled by MIDI data can be purchased for
example from Yamaha (Disklavier) and QRS Music (Pianomathon). When it
comes to percussion robots, Kapur categorizes them into three subcategories:
membranophones, idiophones, and extensions2. An example of a membra-
nophone robot is “Cog”, which can hit a drum with a stick [167]. Idiophone
examples include Gerhard Trimpin’s robotic idiophones [157] and the LEMUR3

“TibetBot” by Eric Singer, which plays on three Tibetan singing bowls using
six arms [138]. The extension category includes, for example, combinations of
many instruments, e.g. the LEMUR “ModBots”,4 which are modular robots
that can be attached anywhere. Kapur divides string robots into subcategories
based on if they are plucked verus bowed. Examples from the plucked category
include “Aglaopheme” by Nicolas Anatol Baginsky [7], the electric guitar
robot from Sergi Jordà’s “Afasia” project (see [73]), and “GTRBOT666” from
Captured By Robots [19]. Two bowed robot examples are the “MUBOT” by
Makoto Kajitani [80] and Jordà’s “Afasia” violin robot [73]. A more recent
example that would fall under this category is Fredrik Gran’s cello robot [52].
Kapur defines wind robots as mechanical devices performing wind instruments
like brass, woodwinds, and horn-type instruments. Examples mentioned in-
clude “MUBOT” [79] which performs on the clarinet, the Waseda University
anthropomorphic robot playing the flute [142, 143] and robotic bagpipes such
as “McBlare” by Roger Dannenberg [30]. Humanoid woodwind robots, and
challenges in designing such systems, are discussed more in detail in [147].

A classification framework based on the ways in which musical robots ex-
press creativity was introduced by Kemper in [84]. The framework distinguishes
between six musical robot categories, see Table 12.2. Category 1 generally
prioritizes versatile, humanoid robots engaging in quintessentially “human”
activities over novel musical output. One example is the “Toyota Partner Robot”
which can play trumpet, violin, and an electronic drum kit [154]. Category 2
is di↵erent from 1 in the sense that these robots model human actions, for
example, by replicating humanoid organs such as lips or oral cavity, which in
turn may a↵ect the e�ciency. They often involve complex mechanical models
that can limit sonic possibilities (e.g. the ability to play at super virtuosic
speed). Examples include pioneering work from Waseda University, such as
piano keyboard - [125], flute - [142,143], and saxophone robots [148], as well as
a robotic finger for harp plucking [20]. Robots in category 3 assume an anthro-
pomorphic form but do not model the specific actions of human performance.
They are generally focused more on musical output and appearance, with an
anthropomorphic nature highlighted by their look, rather than an attempt
to model the human actions of performance. Examples include robotic bands

2These are percussion robots that do not fall into the other two categories.
3LEMUR stands for “League of Electronic Musical Urban Robots”. It is a group of

artists and technologists who create robotic musical instruments, founded by Eric Singer
(https://lemurbots.org/index.html).

4The “ModBots” were, for example, used in the multi-armed percussion Indian God-like
robot “ShivaBot” [139].

https://lemurbots.org
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TABLE 12.2
Summary of Kemper’s musical robot classification system [84].

No Category Examples
1 Nonspecialized anthropomorphic robots

that can play musical instruments
[154]

2 Specialized anthropomorphic robots that
model the physical actions of human mu-
sicians

[20,125,142,143,148]

3 Semi-anthropomorphic robotic musicians [33,130,141,165]
4 Non-anthropomorphic robotic instru-

ments
[128,138]

5 Cooperative musical robots [55,163]
6 Individual actuators used for their own

sound production capabilities
[117,175]

such as “The Trons” [141] and “Compressorhead” [33], the robotic drummer
“Haile” [165], and the robotic marimba player “Shimon” [130]. Category 4 are
non-anthropomorphic instruments that are either mechatronic augmentations
of acoustic instruments, e.g. Disklaviers, or new acoustic analog instruments.
Such robots tend to focus more on sonic nuance than on modeling human
performance actions. Examples mentioned by Kemper include the “Expressive
Machines Musical Instruments (EMMI)” see e.g. (128) and LEMUR’s musical
robots [138]. Category 5 focuses on cooperative musical robots, i.e. systems
that combine human performance and robotic actuation in a shared interface.
Kemper mentions “String Trees” [55] and Georgia Tech’s “Robotic Drumming
Prosthetic Arm”, which robotically augments the capabilities of the human
body [163]. Finally, category 6 includes projects focused on sound and move-
ment of individual actuators, such as the arrangement of “Imperial March”
from Star Wars by Pawel Zadrożniak played on floppy disc drives [117], and
large-scale sound sculptures featuring individual motors actuating resonant
objects by Zimoun [175].

Although most of the musical robots described in the literature are physi-
cal robots, there are also examples of virtual robot musicianship. Some HRI
taxonomies (e.g. [61,169]) have explicitly distinguished between exposure to
embodied versus depicted robots, since there is a growing body of research sug-
gesting that physically embodied robots are perceived di↵erently than virtual
agents (see e.g. [86]). The ethical dimensions of virtual musicians and machine
(or robo) ethics were explored in [22]. Topics discussed were, for example,
“vocaloids”5 such as “Hatsune Miku”, “Kagamine Rin” and “Kagamine Len”,
as well as “Utatane Piko”. Hatsune Miku [29] has gained widespread success
as a virtual musician, performing in concerts as a 3D hologram (for an analysis
of the recent popularity of three-dimensional holographic performances in

5Vocaloids make use of the Yamaha Vocaloid software [158] for speech and singing sound
synthesis.
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popular music, see [103]). Miku was also available as a voice assistant hologram
from the company Gatebox [51], a product somewhat similar to Amazon
Alexa, although that product is now discontinued. Going beyond Japanese
vocaloid characters, attempts have also been made to recreate representational
simulations of celebrity musicians. Such e↵orts include avatar simulations of
Kurt Cobain and resynthesis of Freddie Mercury’s singing voice [22], as well
as holograms of Gorillaz, Mariah Carey, Beyoncé, Michael Jackson, Old Dirty
Bastard of Wu-Tang Clan, Eazy-E of N.W.A., and Tupac Shakur6 [103]. Yet
another example of virtual robot musicianship is the attempt to recreate Jerry
Garcia from The Grateful Dead using Artificial Intelligence, as mentioned
in [21].

Certain musical robots focus specifically on improving access to music-
making. Such robots can, for example, take the form of wearable technology or
prosthetic devices that support people with disabilities in their musicking. These
musical robots can be considered a subcategory of the type of Digital Musical
Instruments (DMIs) that are called Accessible Digital Musical Instruments
(ADMIs). ADMIs can be defined as “accessible musical control interfaces used
in electronic music, inclusive music practice and music therapy settings” [48].
Examples include the “Robotic Drumming Prosthetic Arm”, which contains a
drumming stick with a mind of its own; the “Third Drumming Arm”, which
provides an extra arm for drummers7; and the “Skywalker Piano Hand”, which
uses ultrasound muscle data to allow people with an amputation to play the
piano using dexterous expressive finger gestures [164]. Another example is
“TronS”, a prosthetic that produces trombone e↵ects; “Eleee”, a wearable guitar
prosthetic; and “D-knock”, a Japanese drum prosthetic [60].

The above section has shed light on the breadth of work carried out
within the fields of musical robotics and robot musicianship. Given the broad
range of di↵erent interfaces that may be considered musical robots, it is to
be expected that no unified framework for evaluation of robot musicianship
exists. A strategy that has been used to find appropriate evaluation methods
proposed in the fields of new musical interfaces [42] and creativity support
tools [121] is to look into other disciplines to identify existing methods, and
to adapt those to the specific use case (if required). Building on this idea,
the following sections review evaluation methods used in neighboring research
fields to inform the method selection strategy for evaluation of musical robots.
More specifically, the succeeding sections will explore methods used in Human–
Computer Interaction (HCI), Human–AI Interaction (HAI), New Interfaces
for Musical Expression (NIME), and Computational Creativity (CC).

6The latter performing with Dr. Dre and Snoop Dogg in a famous concert in 2012.
7Although this robot was primarily designed to be used by people without disabilities.
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12.3 Evaluation in Human–Computer Interaction

The term “evaluation” is commonly used to describe a range of di↵erent activi-
ties and goals in the field of Human–Computer Interaction (HCI). Traditionally,
considerable focus has been on evaluating usability. The ISO Standard 9241-
11:2018 defines usability as the “extent to which a system, product or service
can be used by specified users to achieve specified goals with e↵ectiveness, e�-
ciency and satisfaction in a specified context of use” [65]. Usability evaluation
encompasses methodologies for measuring the usability aspects of a system’s
user interface and identification of specific problems (see e.g. [110]). Many
di↵erent evaluation methodologies have been proposed, each with di↵erent
limitations and disadvantages. Evaluation processes can roughly be divided
into two broad categories: formative evaluations, which take place during a
design process, and summative evaluations, which take an already finished
design and highlights its suitability for a specific purpose [136]. In other words,
some evaluation methods can be applied already at an early stage of the design
process, whereas others are intended to be used when the final interface design
has been implemented.

Nielsen describes four main ways of conducting a user interface evaluation:
automatically, empirically, formally, and informally [110]. Automatic usabil-
ity evaluation involves using programs that can compute usability measures
based on user interface specifications. An overview of the state of the art in
usability evaluation automation was presented in [68]. Empirical evaluation
involves testing an interface with real users. Many di↵erent methods may
be employed, ranging from questionnaires to observations. A commonly used
empirical method is usability testing [39]. Usability tests have the following
six characteristics: the focus is on usability; the participants are end users or
potential end-users; there is some artifact to evaluate (a product design, a
system, or a prototype); the participants think aloud as they perform tasks;
the data are recorded and analysed; and the results of the test are communi-
cated to appropriate audiences. Formal (model-based) evaluation uses a model
of a human to obtain predicted usability measures by either calculation or
simulation. The goal of this procedure is to get some usability results before
implementing a prototype and testing it with human subjects. A notable exam-
ple is GOMS (Goals, Operators, Methods, Selection) modelling, which involves
identifying methods for accomplishing task goals and calculating predicted
usability metrics [85]. Finally, informal evaluation methods are non-empirical
methods for evaluating user interfaces. Nielsen uses the term usability inspec-
tion to describe such methods that are based on having evaluators inspect the
interface [110]. Commonly used methods include heuristic evaluation [111] and
cognitive walk-through [94].

It should be noted that the topic of evaluation has been extensively debated
and reviewed in the field of HCI over the years (see e.g. [10,100] for an overview)
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and that opinions about who to best evaluate interfaces greatly di↵er depending
on who you ask. Some have even suggested that usability evaluations may be
harmful [53] and proposed to not use such traditional methods to validate
early design stages or culturally sensitive systems, advocating instead for
the use of more reflective and critical methods. Others have emphasized
that the increased interest in experience-focused (rather than task-focused)
HCI brings forward a need for new evaluation techniques [83]. As mentioned
in [105], discussions about user-orientated quality assessment of technology
have lately moved away from a focus on usability, satisfaction, e�ciency,
e↵ectiveness, learnability, and usefulness; instead, attempts have been made to
shift focus to the user experience and the wider relationship between people
and technology, exploring concepts such as engagement, pleasure, presence,
and fun (see [13, 102, 126] for further reading). In [105], the authors suggest
that three aspects should be considered simultaneously when designing and
evaluating technology: functionality, usability, and user experience. In this
context, functionality relates to technical issues (for example, which features
that should be provided by the device, and aspects of performance, reliability,
and durability). Usability relates to user issues. Finally, user experience focuses
on the wider relationship between the product and the user, i.e. the individual’s
personal experience of using it [104, 105].

Although the word user experience (UX) has been around since the 1990s,
there is still no widely accepted definition of the term (see e.g. [59, 93]). The
ISO Standard 9241 defines user experience as “a person’s perceptions and
responses resulting from the use and/or anticipated use of a product, system
or service” [65]. In a side note, this is said to include “all the users’ emotions,
beliefs, preferences, perceptions, physical and psychological responses, behaviors
and accomplishments that occur before, during and after use”. MacDonald and
Atwood [100] suggest that a major challenge for UX evaluators is the lack of
shared conceptual framework, despite that multiple models have been proposed
(see e.g. [45, 113]). An example of a tool for evaluation of user experience is
the User Experience Questionnaire, which consists of 26 items arranged into
six scales: attractiveness, perspicuity, e�ciency, dependability, stimulation,
and novelty (a shorter version of the UEQ with only 8 items is displayed
in Table 12.3) [92,156]. A model of UX introduced by Hassenzahl suggested
that products have both pragmatic (e.g. an ability to help users achieve goals)
and hedonic attributes (e.g. an ability to evoke feelings of pleasure and self-
expression) [58]. The authors of [100] stressed that UX methods tend to focus
solely on hedonic attributes, while usability evaluation methods mostly are
used to capture pragmatic attributes, voicing the need for methods that can
seamlessly integrate both hedonic and pragmatic feedback.

Apart from being evaluated from a usability and user experience perspec-
tive, musical robots may also benefit from accessibility evaluation. This is
particularly important for musical robots that find themselves at the intersec-
tion of robot musicianship and ADMIs. Accessibility can be conceptualized as
usability for a population with the widest range of user needs, characteristics,
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TABLE 12.3
Items in the shorter version of the User Experience Questionnaire (UEQ) [156].

1 Obstructive Supportive
2 Complicated Easy
3 Ine�cient E�cient
4 Confusing Clear
5 Boring Exciting
6 Not interesting Interesting
7 Conventional Inventive
8 Usual Leading edge

and capabilities (see [65]). This fits within the universal design [26] or design
for all [40] philosophies, which may be used as starting point for accessibility
evaluations. The seven design principles of universal design include: equitable
use, flexibility in use, simple and intuitive use, perceptible information, tol-
erance for error, low physical e↵ort, and size and space for approach and
use [26]. For an overview of methods for evaluating accessibility, usability,
versus user experience, as well as a discussion of strengths and weaknesses of
these concepts, see [119].

12.4 Evaluation in Human–Robot Interaction

Researchers have stressed that the experience of interacting with robots is
di↵erent from interacting with other technologies and that such experiences
often involve a strong social or emotional component [174]; people tend to
treat robots similar to how they treat living objects and ascribe them life-like
qualities [46, 152]. Robots’ physical and social presence, and their tendency
to evoke a sense of agency, i.e. a capacity to act that carries the notion of
intentionality [37], creates a complex interaction di↵erent from the one involving
other artifacts and technologies [174]. This poses certain challenges when it
comes to evaluation. Even if interactions with robotic technology and themes
discussed in HCI research have things in common [44], HRI researchers have
emphasized that HRI is di↵erent from Human–Computer Interaction [31], and
that evaluation methods from HCI should be applied to HRI with care [174].

Young et al. [174] published a summary of methodologies, techniques,
and concepts from both HCI and HRI research, focusing on strategies that
they deemed useful for the unique and deep social component of interactions
between a person and a robot. The following evaluation approaches were
discussed: (a) task completion and e�ciency, (b) emotion, (c) situated personal
experience, and (d) frameworks for exploring social interactions with robots.
The authors suggest that (a) can be used as a wider part of evaluation of social
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HRI but that other techniques are required for a more comprehensive view of
the entire HRI experience. For (b), one suggestion was to monitor biological
features (e.g. heart rate, blood pressure, and brain activity, number of laughs,
and so on). However, given the holistic, rich, and multi-faceted nature of
social interactions, such simplifications of emotion into quantities and discrete
categories will have limitations. Other methods proposed within category (b)
included self-reflection using think-aloud and interviews. For (c), the authors
emphasized that the situated holistic experience of interacting with a robot
includes aspects of social structure, culture, and context. Researchers have
stressed the importance of accepting the complex nature of interactions [28,137]
and proposed to focus on uncovering themes and in-depth descriptions of such
complexities [11, 62, 67]. Young et al. (173) provide examples of how this
can be tackled using qualitative techniques such as participant feedback and
interviews, grounded theory, cultural- or technology probes, contextual design,
and in situ context-based ethnographic and longitudinal field studies. They
stress that context sensitive evaluation should value that individuals have
unique, culturally grounded experiences; that one should take care when
generalizing across people (citing [15,28]); and that evaluators themselves carry
culturally rooted personal biases toward robots, participants, and scenarios
(see [28]). Complementary to above-described methods, evaluators can use
specific frameworks (d) when exploring social interaction with robots. For
example, Norman’s three-level framework for analysing how people interact
with and understand everyday objects may be used [112]. This framework
highlights di↵erent temporal stages of interaction with a product: the initial
visceral impact, the behavioral impact during use, and the reflective impact
after interacting with a product.

Based on above discussion, Young et al. (173) present an attempt to classify
the rich interaction with a robot into articulated concepts: visceral factors,
social mechanisms, and social structures. These perspectives can be integrated
into existing HCI and HRI evaluation methods and provide a new vocabulary
that encourages investigators to focus more on emotional and social aspects
of interaction. The visceral factors of interaction involve the immediate and
automatic human responses on a reactionary level that is di�cult to control, for
example, instinctual frustration, fear, joy, and happiness. The social mechanics
involve the application of social language and norms. This includes higher-level
communication and social techniques; for example, gestures such as facial
expressions and body language, spoken language, and cultural norms such as
personal space and eye-contact. Finally, social structures refer to macro-level
social structures, i.e. the development and changes of the social relationships
and interaction between two entities over a longer period of time. This can be
seen as the trajectory of the two other perspectives, and relates to how a robot
interacts with, understands, and modifies social structures. As an illustrative
example, they mention how cleaning-robot technology in homes may shift who
is responsible for cleaning duties [46]. The authors describe how these three
perspectives can serve as tools throughout the evaluation process at various
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TABLE 12.4
The USUS Evaluation Framework, as presented in [166].

Factor Indicator Methods

Usability E↵ectiveness Expert evaluation, user studies
E�ciency
Learnability
Flexibility
Robustness
Utility Questionnaires, interviews

Social Acceptance Performance expectancy Questionnaires, focus groups
E↵ort expectancy
Self e�cacy
Forms of grouping
Attachment
Attitude toward using
technology

Questionnaires

Reciprocity
User Experience Emotion Questionnaires, physiological measure-

ments, focus groups
Feeling of security
Embodiment Questionnaires, focus groups
Co-experience
Human-oriented perception Questionnaires

Social Impact Quality of life Questionnaires, focus groups,
interviews

Working conditions
Education
Cultural context

stages, from designing a study to conducting it, to analysing collected data.
A comprehensive overview of evaluation methods in HRI was presented

in [78]. This book discusses questionnaires for HRI research, processes for
designing and conducting semi-structured interviews, standardized frameworks
for evaluation, evaluation of user experience of human–robot interactions
(see [96]), evaluations based on ethology and ethnography, as well as recommen-
dations for reliable evaluations. One of the discussed frameworks is the USUS
Evaluation Framework [166], which is described in Table 12.4. It consists of a
theoretical framework based on a multi-level model involving factors split into
indicators, extracted and justified by literature review, and a methodological
framework consisting of a mix of methods derived from HRI, HCI, psychology,
and sociology. The USUS Evaluation Framework was later reformulated by
Wallström and Lindblom into the USUS Goals Evaluation Framework [159],
after the authors identified a lack of evaluation methods that included UX
goals, i.e. high-level objectives driven by the representative use of the system,
in social HRI.

12.5 Evaluation in Human–AI Interaction

Researchers in the HCI community have proposed several guidelines and
recommendations for how to design for e↵ective human interaction with AI
systems. Several large companies have also published white papers aiming
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to serve as guidance for development of AI systems (see e.g. [116] and [64]).
Amershi et al. proposed 18 generally applicable design guidelines for Human–AI
Interaction (HAI) in [3]. These guidelines are intended for AI-infused systems,
i.e. systems that have features harnessing AI capabilities that are exposed
directly to an end user. The AI design guidelines in [3] are separated into
categories depending on when during the user’s interaction that they are
applied: initially, during interaction, when something goes wrong, and over
time [3]. A summary of the guidelines is presented in Table 12.5. Although
described as guidelines rather than evaluation criteria, these points can be
used for evaluation purposes (see e.g. [50]). A research protocol for evaluating
Human-AI Interaction based on the guidelines was recently published in [95].

Eight of the guidelines presented in [3] overlap with the principles for
Mixed-Initiative Systems by Horvitz [63]. A taxonomy for Mixed–Initiative
Human–Robot Interaction was presented in [70]8. Related areas of research
that may be interesting to explore for the purpose of identifying evaluation
methodologies suitable for musical robots include work on Mixed-Initiative
Co–Creative Systems [172], Mixed–Initiative Creative Interfaces [36], and
Human–AI Co–Creativity [122]. To the author’s knowledge, there is still no
unified framework for evaluation of Human–AI co-creative systems (although
some attempts have been made, see e.g. [82]). Potential pitfalls when designing
such systems were discussed in [17]. The pitfalls were identified starting from
three speculation prompts: issues arising from (a) limited AI, (b) too much
AI involvement, and (c) thinking beyond use and usage situations. The first
category includes issues related to invisible AI boundaries, lack of expressive
interaction, and false sense of proficiency; the second to conflicts of territory,
agony of choice, and time waste; and the third to AI bias, conflict of creation
and responsibility, and user and data privacy.

Another relevant area of research in this context is the field of EXplainable
AI (XAI) [54]. XAI aims to interpret or provide a meaning for an obscure
machine learning model whose inner workings are otherwise unknown or
non-understandable by the human observer [4]. This relates to the notion
of “explainable agency”, which refers to autonomous agents such as robots
explaining their actions, and the reasons leading to their decisions [91]. In the
context of robots, a range of other related terms are also used to explore similar
concepts, e.g. understandability, explicability, transparency, and predictability
(see [4] for an overview). A systematic review on explainable agency for robots
and agents was presented in [4], highlighting a considerable lack of evaluations in
the reviewed papers. A framework and paradigm for evaluation of explanations
of AI was provided in [47]. This framework suggests that an explanation needs

8
“Mixed Initiative Interaction HRI (MI-HRI)” is defined as “A collaboration strategy for

human–robot teams where humans and robots opportunistically seize (relinquish) initiative

from (to) each other as a mission is being executed, where initiative is an element of the

mission that can range from low-level motion control of the robot to high-level specification of

mission goals, and the initiative is mixed only when each member is authorized to intervene

and seize control of it”.
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TABLE 12.5
The 18 Human-AI interaction design guidelines proposed by Amershi et al. [3],
categorized by when they likely are to be applied during interaction with users.

No AI Design guide-
line

Description Timepoint

1 Make clear what the
system can do.

Help the user understand what the
AI system is capable of doing.

Initially

2 Make clear how well
the system can do
what it can do.

Help the user understand how often
the AI system may make mistakes.

3 Time services based
on context.

Time when to act or interrupt based
on the user’s current task and envi-
ronment.

During in-
teraction

4 Show contextually
relevant informa-
tion.

Display information relevant to the
user’s current task and environment.

5 Match relevant so-
cial norms.

Ensure the experience is delivered in
a way that users would expect, given
their social and cultural context.

6 Mitigate social bi-
ases.

Ensure the AI system’s language and
behaviors do not reinforce undesir-
able and unfair stereotypes and bi-
ases.

7 Support e�cient in-
vocation.

Make it easy to invoke or request the
AI system’s services when needed.

When
wrong

8 Support e�cient dis-
missal.

Make it easy to dismiss or ignore un-
desired AI system services.

9 Support e�cient cor-
rection.

Make it easy to edit, refine, or recover
when the AI system is wrong.

10 Scope services when
in doubt.

Engage in disambiguation or grace-
fully degrade the AI system’s services
when uncertain about a user’s goals.

11 Make clear why the
system did what it
did.

Enable the user to access an explana-
tion of why the AI system behaved
as it did.

12 Remember recent in-
teractions.

Maintain short term memory and al-
low the user to make efcient refer-
ences to that memory.

Over time

13 Learn from user be-
havior.

Personalize the user’s experience by
learning from their actions over time.

14 Update and adapt
cautiously.

Limit disruptive changes when up-
dating and adapting the AI system’s
behaviors.

15 Encourage granular
feedback.

Enable the user to provide feedback
indicating their preferences during
regular interaction with the AI sys-
tem.

16 Convey the conse-
quences of user ac-
tions.

Immediately update or convey how
user actions will impact future behav-
iors of the AI system.

17 Provide global con-
trols.

Allow the user to globally customize
what the AI system monitors and how
it behaves.

18 Notify users about
changes.

Inform the user when the AI system
adds or updates its capabilities.
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to (1) provide knowledge, (2) be trustworthy, (3) be useful, (4) update the
receiver’s estimation about the probability of events occurring, and (5) change
the receivers mental model.

12.6 Evaluation of New Interfaces for Musical
Expression

Evaluation of acoustic musical instruments was discussed by Campbell in [18].
The author posed the question “if we are to optimize a musical instrument,
who determines success?” The author suggests that this should either be the
musician playing the instrument, or the listener who hears the sound. Camp-
bell points out that musicians and physicists approach evaluation di↵erently,
and they often lack a common vocabulary to discuss these di↵erences. He
emphasized the importance of understanding cross-modal interference and how
this may influence judgment of instrument quality, mentioning for example
di↵erences in perceived tone quality of the piano (a phenomenon caused by
cross-modal interference between auditory and haptic channels) and the im-
portance of distracting visual cues when evaluating the quality of violins and
brass instruments.

When it comes to the digital domain, the topic of evaluation has also
been extensively debated in the fields dedicated to New Interfaces of Musical
Expression (NIME) and Digital Musical Instruments (DMIs) for quite some
time. Attempts have been made to explore what the word “evaluation” means
for the NIME community, with findings suggesting that there are di↵erent
understandings of the term [9]. A review of papers published in the NIME
conference proceedings revealed that the word often is used to denote the
process of collecting feedback from users to improve a prototype. Others use
the term to assess the suitability of existing devices for specific tasks, or
to compare devices. In addition, evaluation is sometimes used to describe
emerging interaction patters when using devices. As pointed out by Barbosa et
al. [9], complicating factors involved in NIME evaluation include that several
stakeholders often are involved in the design of the instruments, and the
requirements of one stakeholder may not necessarily intersect those of another.
Barbosa et al. also stress that the time window of the evaluation9, as well as
the level of expertise, can influence the evaluation results.

Traditionally, evaluation methods for NIMEs and DMIs have largely been
based on frameworks used in the field of Human–Computer Interaction (HCI).
Wanderley and Orio [160] discuss the application of such methodologies in
the evaluation of input devices for musical expression. In particular, they

9The experience of playing a musical instrument usually changes the more you play on
the instrument.
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focused on specific tasks used in HCI to measure the performance of an input
device in the music domain. More specifically, Wanderley and Orio propose to
use a set of musical tasks for usability evaluation. For a musical instrument,
such tasks could focus on the production of musical entities and include the
generation of, for example isolated tones, i.e. pitches at di↵erent frequencies
and loudness levels; basic musical gestures like glissandi, trills, vibrato, and
grace notes; and musical phrases, such as scales and arpeggios, as well as more
complex contours with di↵erent speeds and articulations. In addition, tasks
could focus on reproducing continuous timbral changes or di↵erent rhythms
for such musical entities, given a specific loudness. Wanderley and Orio also
propose a set of relevant features to be tested in usability evaluations of
controllers used in the context of interactive music: learnability, explorability,
feature controllability, and timing controllability.

In the framework for musical instruments proposed by Kvifte and Jensenius,
the authors discuss three perspectives of instrument description and design:
that of the listener, the performer, and the instrument constructor [89]. Barbosa
et al. [9] highlight that, for example, playability might be important for a
performer, but not for an audience. The idea that there are many perspectives
from which one can view the e↵ectiveness of an instrument was also stressed
by O’Modhrain [114], who suggested that if performance is considered a
valid means of evaluating a musical instrument, a much broader definition
than what is typically used in HCI is required. O’Modhrain emphasizes that
in addition to players and audiences, there are also composers, instrument
builders, component manufacturers, and perhaps also customers, to consider.
The di↵erent stakeholders can have di↵erent views of what is meant by the
term evaluation. A complicating factor in this context is that the boundaries
between roles usually are blurred in DMI design (this is usually not the case for
design of acoustic musical instruments). Since DMI designs can be evaluated
from multiple perspectives, di↵erent techniques and approaches are required.
O’Modhrain aims to provide a structure to these competing interests by
providing a framework for evaluation that enables performers, designers, and
manufacturers to more readily identify the goal of an evaluation, and to view
their methods in the light of prior work. Her framework includes a summary
of methods that a given stakeholder might use to evaluate a DMI against a
given design goal. Possible evaluation goals include enjoyment, playability,
robustness, and achievement of design specifications.

Young and Murphy [173] suggest that the evaluation of DMIs should focus
on functionality, usability, and user experience. The functionality testing should
aim to highlight potential issues before longitudinal studies are carried out,
i.e. the usability and user experience studies. The initial stages of a device’s
evaluation should focus on capturing low-level device characteristics, thus
creating a generalized device description (for example, through evaluation of
the musical tasks proposed in [160]). This should be followed by a process
in which a device is reduced to its physical variables in terms of a taxonomy
of input. In this step, you contextualize a device’s evaluation in terms of
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stakeholders, questioning who is evaluating the device and why. Several HCI
paradigms exist that can be augmented to fit these processes.

Useful tools for evaluation and classification of NIMEs include, for example,
the phenomenological dimension space for musical devices introduced by
Birnbaum et al. [12]. This framework can be used to describe a musical
instrument along a set of seven axes: required expertise, musical control, feedback
modalities (outputs), degrees of freedom (input), inter-actors, distribution in
space, and role of sound. Another example is the epistemic dimension space
for musical devices presented by Magnusson in [101], which includes eight
parameter axes: expressive constraints, autonomy, music theory, explorability,
required foreknowledge, improvisation, generality, and creative simulation. Yet
another useful framework was provided by Jordà in [74]. This framework focuses
on the musical output diversity of the instrument and how the performer can
control and a↵ect this diversity, dividing instrument diversity into macro-
diversity, mid-diversity, and micro-diversity. Macro-diversity determines the
flexibility of an instrument to be played in di↵erent contexts, music styles or
assuming varied roles; mid-diversity refers to how di↵erent two performances
or compositions played with the instrument can be; and micro-diversity to
how two performances of the same piece can di↵er.

When it comes to evaluation of user experience for NIMEs, a recent re-
view was published by Reimer and Wanderley [120]. Findings suggested that
UX-focused evaluations typically were exploratory and that they were limited
to novice performers. The authors propose to use the “Musicians Percep-
tion of the Experiential Quality of Musical Instruments Questionnaire (MPX-
Q)” to compare UX for di↵erent instruments [135]. This questionnaire is
based on psychometric principles and consists of three interrelated subscales:
(1) experienced freedom and possibilities, (2) perceived control and comfort,
and (3) perceived stability, sound quality, and aesthetics. Referring to [173]
and building on ideas previously discussed in [42], Reimer and Wanderley
also propose that standardized frameworks to evaluate UX in other fields
could be adapted for NIME evaluation (see e.g. [38] for an overview), men-
tioning for example the “Gaming Experience Questionnaire (GEQ)” from
ludology10.

The suitability of HCI evaluation tools, which put emphasis on technological
aspects of musical instruments and describe them as “devices” with properties
viewed from a “usability” and “accessibility” perspective, has been widely
debated in the NIME community. Some have even questioned the use of the
word “evaluation”, proposing to instead employ the term “user experience
study”, thereby broadening the scope of such work to acknowledge that while
ergonomics and e�ciency are important, they are not the primary determinants
of the quality of a musical interface [71]. Stowell et al. [150] suggested that
while the framework proposed by Wanderley and Orio [160] is useful, it has
drawbacks. For example, the reduction of musical interaction to simple tasks

10The study of gaming.
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may compromise the authenticity of the interaction. Since musical interactions
involve creative and a↵ective aspects, they cannot simply be described as
tasks for which aspects such as completion rates are measured [150]. Task-
based methods may be suited to examine usability, but the experience of the
interaction is subjective and requires alternative approaches for evaluation.
Stowell et al. propose that the following questions should be considered when
evaluating interactive music systems: (1) Is the system primarily designed
to emulate the interaction provided by a human, or by some other known
system? (2) Is the performer’s perspective su�cient for evaluation? (3) Is
the system designed for complex musical interactions, or for simple/separable
musical tasks? (4) Is the system intended for solo interaction, or is a group
interaction a better representation of its expected use pattern? (5) How large is
the population of participants on which we can draw for evaluation? They also
present two methods for evaluation of musical systems: a qualitative approach
using structured discourse analysis and a quantitative musical Turing-test
method. Finally, they suggest that the design of evaluation experiments should
aim to reflect the authentic use context as far as possible.

Rodger et al. [127] questioned the adoption of tools from traditional HCI
to understand what constitutes a good musical instrument. The implication
of viewing musical activities as something compromised of a “device” and a
“user” is that the instrument is considered an entity with a set of intended
functional behaviors, known to the designer and employed by the user, for the
purpose of a specific goal. This is a limiting view of how musicians interact
with instruments. There are many examples in which musical instruments are
used in manners that di↵er from the original intended design. The idea that
the instrument should be assessed by how readily it supports an intended
design function can also be questioned by what Rodger et al. call “instrument
resistance”, i.e. that the e↵ortfulness of playing an instrument may serve as
a source of creativity. Viewing musicians as users of musical devices results
in conceptual issues, since musicians vary in their capabilities and histories
of embodied knowledge. As such, the idea of a “prototypical user” doesn’t
suit this context. The functional properties of an instrument can only be
meaningfully understood relative to the capabilities of specific musician at
a specific period in her musical development. Moreover, it is hard to make
sense of what a musician does with an instrument if divorced from both the
immediate and extended socio-cultural context. Rodger et al. therefore propose
an evaluation approach in which instruments are understood as processes
rather than devices, and musicians are viewed as agents in musical ecologies,
i.e. a system compromising an agent and environment, rather than users.
Evaluations of instruments should align with the specificities of the relevant
processes and ecologies concerned. In this context, a specifity is defined as “the
e↵ective components of the musician-instrument system relative to the relevant
musical activities and contexts of interest”. In other words, the evaluation
should be relative to its environmental context, and not focus on a generalizable
methodology based on a prototypical user. The consequence of this stance is
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that instruments may mean di↵erent things to di↵erent musicians.
Also El-Shimy and Cooperstock [42] stressed that the nature of musical

performance requires that designers re-evaluate their definition of user “goals”,
“tasks”, and “needs”. They stress the importance of creativity and enjoyment
rather than e�ciency [42]. El-Shimy and Cooperstock reviewed literature fo-
cused on user-driven evaluation techniques o↵ered by HCI, ludology, interactive
arts, and social-science research, exploring aspects such as a↵ect, fun, pleasure,
flow, and creativity. They present a set of principles for user-driven evaluation
of new musical interfaces involving: (1) validating the basis, (2) investigating
suitable alternatives to “usability”, and (3) tailoring evaluation techniques.
El-Shimy and Cooperstock argue that qualitative and mixed research methods
are particularly suited for studies of non-utilitarian systems and propose to
use qualitative experiments to develop hypotheses that later can be verified
through quantitative studies (as opposed to the traditional approach in which
hypotheses are formed before an experiment). Qualitative research methods
mentioned include interviews, discussions, case studies, and diaries. Analysis
methods include, for example, content analysis, which operates on the principle
of grounded theory. El-Shimy and Cooperstock encourage designers to tailor
existing evaluation techniques to their own needs or to devise new ones if
necessary.

Based on the above discussion, as well as what was briefly mentioned in
Section 12.3, we can conclude that there has been a shift from task-based and
usability-driven design to more experience-based design and evaluation (so
called third wave) HCI, especially within creative and artistic contexts [42].
Third wave HCI is said to be particularly suited to the design and evaluation
of novel interactive musical interfaces [42]. Building on the work by Rodger et
al. [127], as well as Waters’ notion of “performance ecosystems”, in which music
activities can be understood as a dynamical complex of interacting situated
embodied behaviors [161], Jack et al. [69] propose to view DMIs as situated,
ecologically valid artefacts, which should be evaluated using qualitative and
reflective processes focusing on sociocultural phenomena, rather than first wave
HCI techniques.

Finally, when it comes to accessibility of musical expression, it should be
noted that the field of Accessible Digital Musical Instruments (ADMIs) still
appears to lack a formal framework for evaluation [48], although attempts
have been made to formulate design principles and classification methods
(see [32, 49, 57]). A set of design guidelines that could be used for the purpose
of evaluation were proposed by Frid [49], including expressiveness, playability,
longevity, customizability, pleasure, sonic quality, robustness, multimodality,
and causality. A dimension space for evaluation of ADMIs was proposed
by Davanzo and Avanzini in [32], in which eight axes are grouped into two
subsets: target users and use contexts (use context, cognitive impairment,
sensory impairment, physical impairment), and design choices (simplification,
adaptability, design novelty, physical channels). Moreover, Lucas et al. explored
ecological perspectives of human activity in the use of DMIs and assistive
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technology in [99]. The authors used the Human Activity Assistive Technology
(HAAT) [27] and the Matching Person and Technology (MPT) [134] frameworks
to design and evaluate bespoke ADMIs, concluding that a shortcoming of these
tools is that they are biased toward describing persons with disabilities from
an external perspective.

12.7 Evaluation in Computational Creativity

Computational Creativity (CC) can be considered a sub-field of Artificial
Intelligence (AI) [118]. Computational Creativity is the philosophy, science,
and engineering of computational systems which, by taking on particular
responsibilities, exhibit behaviors that unbiased observers would deem to be
creative [25]. Evaluation of CC systems focuses on determining whether a
system is acting creatively or not [118]. However, evaluation attempts in this
domain have been found to lack rigor; there is no consensus on how to evaluate
creative systems, and the reliability and validity of the proposed methods are
in question [90]. Musical Metacreation (MuMe), a subarea of CC which aims
to automate aspects of musical creativity with the aim of creating systems or
artifacts deemed creative by unbiased observers, has also been found to be
characterized by little systematic evaluation [1]. A historical perspective on how
CC researchers have evaluated, or not evaluated, the creativity of their systems
was presented by Anna Jordanous in [77]. In this work, Jordanous also address
the question of how to choose an evaluation method and how to judge its quality
via five meta-evaluation standards for comparison of evaluation methods in
creativity: correctness, usefulness, faithfulness as a model of creativity, usability
of the methodology, and generality.

Several di↵erent theories of creativity evaluation have been proposed
throughout the years. Lamb et al. [90] suggest to group these based on their
theoretical perspective, building on the taxonomy known as the four Ps: Per-
son, Process, Product, and Press (see [123]). The four Ps were introduced to
Computational Creativity by Jordanous. Person or Producer11 is the human
or non-human agent that is judged as being creative. Person theories aim to
discover which traits (personality, emotional, cognitive) that distinguishes a
more creative person from a less creative one. Process, on the other hand,
refers to a set of internal and external actions that the agent may take when
producing creative artifacts. Process theories study the actions that are under-
taken in such contexts. This perspective focuses on how creative products are
made, i.e. the cognitive steps that must be taken for an activity to be creative.
Product is an artifact, for example a musical piece, which is seen as creative

11Jordanous suggested to use the term Producer instead of Person to emphasize that the
agent does not need to be a human.
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or as having been produced by creativity. Product theories study what it is
about a certain product that makes it creative. Finally, Press refers to the
surrounding culture that influences the other Ps in the model. Press theories
study what it is in a culture that leads to the view that something is creative,
and what kind of social e↵ect a product needs to have to be called creative.

Person methods include psychometric tests or the study of famous creative
people. Some have also attempted to measure the personal traits of computers.
Process theories are often useful when modelling human creativity. Process
evaluations tend to either place the system in a category or use a qualitative
analysis of the system’s process strengths and weaknesses. They are often
somewhat descriptive in their nature, i.e. not always easy to apply to evaluation.
Examples include the FACE and IDEA models (see [24]). The FACE12 model
describes creative acts performed by a software, whereas the IDEA model
describes how such acts can have an impact on an audience. Another example
is the SPECS model, which evaluates systems based on 14 factors that were
identified through studies of how humans define creativity [76].13 The SPECS
model is divided into three steps [77]. Step 1 focuses on identifying a definition
of creativity that your system should satisfy to be considered creative. Step 2
uses step 1 and focuses on clearly stating what standards you use to evaluate
the creativity of the system. Step 3 focuses on testing the creative system
against the standards stated in step 2 and reporting on these results. Moving
on to the Product perspective, the focus lies on the artifact itself (e.g. a music
piece or performance) as creative or as having been produced by creativity [90].
Common criteria are “novelty” and “value”. Lamb et al. [90] suggest that if
using such terms, one should define the specific audience for whom the system’s
products should be valuable. Ritchie suggested that “typicality” should be
used rather than novelty, since creative systems should reliably generate both
typical and valuable output [124]. Product methods include the Consensual
Assessment Technique (CAT), in which a team of human experts evaluates a
product [2], and the modified Turing Test (see [90]). The latter focuses on a
test in which human subjects are challenged to figure out which products that
are human versus computer-created in a set; if they cannot do it, then the
computer system is considered creative.14 Finally, Press methods include the
Creative Tripod [23] and strategies to measure audience impact (see [90]). The
Creative Tripod focuses on whether a system demonstrates skill, imagination,
and appreciation, three qualities that are required to be deemed creative.

A review of Creativity Supporting Tools (CSTs) was presented in [121]. In

12The FACE model has been found to rank musical improvisation systems in the opposite
order of other evaluation methods, and its validity has therefore been questioned [75].

13These factors include: active involvement and persistence; dealing with uncertainty;
domain competence; general intellect; generation of results; independence and freedom; inten-
tion and emotional involvement; originality; progression and development; social interaction
and communication; spontaneity/subconscious processing; thinking and evaluation; value;
and variety, divergence, and experimentation.

14However, the modified Turing Test has been criticized on a number of points, see
e.g. [118].
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this work, the authors discuss six major points that researchers developing
CSTs should consider in their evaluation: (1) clearly define the goal of the CST ;
(2) link to theory to further the understanding of the CST’s use and how to
evaluate it ; (3) recruit domain experts, if applicable and feasible; (4) consider
longitudinal, in-situ studies; (5) distinguish and decide whether to evaluate
usability or creativity ; and (6) as a community, help develop a toolbox for CST
evaluation [121]. Related to this, Karimi et al. [82] provided a framework for
evaluating creativity in co-creative systems, mentioning four questions that
could guide such evaluation: (1) Who is evaluating the creativity? (2) What is
being evaluated? (3) When does the evaluation occur? (4) How is the evaluation
performed?

Agres et al. provided a theoretical motivation for more systematic evaluation
of Musical Meta-Creation and computationally creative systems in [1]. The
authors present an overview of methods to assess human and machine creativity,
dividing creative systems into three categories: (1) those that have a purely
generative purpose, (2) those that contain internal or external feedback, and (3)
those that are capable of reflection and self-reflection. They present examples
of methods to help researchers evaluate their creative systems, test their
impact on an audience, and build mechanisms for reflection into creative
systems. Other relevant references in the context of Musical Meta-Creation
include [41], which describes an evaluation study of several musical meta-
creations in live performance settings, and [155], which presents a discussion on
evaluation of musical agents. The latter divides evaluations of MuMe systems
into informal evaluations and formal evaluations. Informal evaluations do
not involve formalized research methodologies (they usually take place as
part of the software development), whereas formal evaluations use formalized
methodologies to assess the success of systems.

Finally, it should be noted that some question the mere idea of creativity
evaluation, and whether this is possible at all. For example, Baer [5] suggested
that there are many creative skills, but no underlying process which informs
them all. To be creative in one domain does not necessarily imply that you are
creative in other domains [6]. Calling a person or process creative without spec-
ifying the domain is therefore not considered scientific. Others have suggested
that creativity cannot be quantified. For example, Nake [108] suggests that
quantification of creativity is an American invention and that there are risks
commodifying creativity by framing it as an object one must have a certain
amount of, as opposed to considering it a quality that emerges in a social
context. Some argue that computational creativity should not be measured by
human standards and that it is more interesting to investigate what computers
produce according to their own non-human standards [98]. On the other hand,
others claim that creativity is inherently human and thus never can be present
in computers (although many counterarguments have been presented through
the years, see e.g. [14, 106]).
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12.8 Evaluation of Musical Robots

To explore the range of di↵erent methods used for evaluation of musical robots,
a comprehensive search for the keyword “robot” in the title and abstract fields
of papers published in the Computer Music Journal, the Journal of New Music
Research, and the Leonardo Music Journal was performed. The proceedings of
the International Conference on New Interfaces for Musical Expression (NIME)
were searched using the same strategy. Chapters from the books “Musical
Robots and Multimodal Interactive Systems” [144] and “Robotic Musicianship
– Embodied Artificial Creativity and Mechatronic Musical Expression” [163]
as well as the PhD thesis “Expressive Musical Robots: Building, Evaluating,
and Interfacing with an Ensemble of Mechatronic Instruments” [107] were also
skimmed to identify texts that could be included in the review.

In total, 14 journal articles and 50 papers from the NIME proceedings were
identified. A total of 7 chapters were selected from the first book, 5 from the
second, and 7 from the thesis. From this initial dataset, studies were selected
to be included in the review by comparing the information presented in the
publication against an inclusion criterion. In order to be included, the studies
had to fulfill the following requirements: the publication had to describe a
musical robot (the authors had to explicitly define their interface as a robot,
and the robot should produce sounds), and an evaluation method must have
been used. For this review, I adopted a wide definition of the term “evaluation”,
including for example performances and installations displayed at public venues
as methods. The review focused primarily on summative evaluations performed
at the end of a study. The application of the inclusion criteria reduced the
dataset from 83 to 62 publications. Information about the employed evaluation
strategies was subsequently summarized per publication to identify reoccurring
themes.

The publications were initially searched for the keywords “evaluation” or
“evaluate”, to identify sections describing evaluation methodologies. A total of
38 publications explicitly made use of these terms, corresponding to 61%.15

Although not explicitly mentioning the term, the remaining publications did
indeed describe methods that could be considered evaluation strategies. For
example, case studies, measurements, performances, composition processes,
and di↵erent types of empirical experiments were mentioned, without referring
to “evaluation” explicitly.

Severeal evaluation strategies for musical robots could identified. First of all,
the authors mentioned both so called “objective” and “subjective” evaluations.
The objective evaluations usually focused on technical and mechanical aspects,
e.g. sound quality, through measurements and analysis of audio or sensor data.
Reoccurring variables were dynamic range, pitch, timbre, speed, repetition,

15Instances in which the word “evaluate” was used more generally, e.g. to evaluate a
mathematical expression, were excluded.
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and latency. Some explicitly mentioned that they measured variables relating
to musical expressivity, e.g. timbre control, peak loudness, decay control, pitch
control, etc. When it comes to evaluation of acoustic quality, this was often
computationally done, using software and algorithms. However, in some cases
humans also analyzed the sonic output through inspection. Building on the
methodology proposed by Wanderley and Orio [160], objective evaluations were
often based on programming the robot to perform simple musical tasks. For
example, robots were instructed to play di↵erent polyrhythms or at di↵erent
dynamics.

It has been suggested that musical robotic systems need to be tested in
performance and installation settings for their functionality to be properly
understood [107]. Many of the publications in the explored dataset described
processes involving composing pieces specifically for the robot, performing
with the robot in front of an audience, organising concerts with the robot,
or showcasing the robotic system as a music installation open to the public.
Such practices were generally described without framing them as evaluation
methods. For performances and installations, accounts of methods going be-
yond the generic description of collecting “informal feedback” from musicians
or exhibition visitors were rare. Many papers included general statements
describing that the robot had been used in “various applications/contexts”.
The methodology for analysis of these processes was not clearly defined (one
exception was the suggestion to use structured observation in [16]).

In general, there was an overall tendency to focus on “performance analysis”
of the technical systems. Relatively few publications included descriptions of
subjective evaluations. When it comes to the use of subjective – or qualitative
– methods, a rather common strategy was to use questionnaires. Interviews,
think-aloud, and observational methods seemed to be less common. Several
authors described using di↵erent types of listening tests, followed by question-
naires, often involving ratings on Likert scales. When it comes to the use of
standardized tools for questionnaires, the vast majority developed their own
questions (one exception was the “Quebec User Evaluation of Satisfaction
with Assistive Technology (QUEST)” questionnaire (see [35]) used in [164]).
Questions focused, for example, on rating aspects related to musical perfor-
mance (e.g. gesture expressiveness) or agreement with statements about robot
musicianship (e.g. “the robot played well”, see [132]). Although aspects such
as “(user) experience” and “usability” were mentioned by some authors, no
standardized methods were used to evaluate such dimensions. However, char-
acteristics such as strengths, weaknesses, and frustrations of a system, were
sometimes discussed. Overall, relatively little attention was given to aspects
concerning the interaction with and creative possibilities of the systems, such
as co-creation and agency.16

Another common theme was to compare robot-produced sounds and hu-
manly created ones, using methods reminiscent of the modified Turing tests.

16This might, however, be a direct result of the selection of publication venues.
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Such procedures involved, for example, listening tests in which participants
listened to a piece generated by an expert performer who played on an acoustic
instrument and compared this to the performance of a robot performer playing
the same piece. Participants were either asked which performance they thought
was generated by a human or rated the music on a set of scales (or both).

Finally, apart from public installations and performances, most of the
evaluation experiments were performed in lab settings. Few evaluations involved
many participants; often less than 10 subjects took part. This was usually
motivated by the fact that experts were invited as participants, or that there
was a need for subjects with very specific skill sets (e.g. they needed to not
only be able to improvise freely on an instrument but also have good computer
skills).

12.9 Prospects for Future Research

To inform the selection of evaluation strategies for musical robots, this chapter
has provided an overview of evaluation methods used in the fields of Human–
Computer Interaction, Human–Robot Interaction, Human–AI Interaction, New
Interfaces for Musical Expression, and Computational Creativity. The chapter
has highlighted not only the breadth of systems that can be considered musical
robots but also the heterogeneous methods employed to evaluate such systems,
as well as the sometimes conflicting views on what constitutes an appropriate
evaluation method. Based on this heterogeneity, it seems somewhat naive to
suggest that it would be possible to develop a general evaluation framework
that could be applied to all musical robots. There is no unified reply to the
question “what to evaluate” and how to conduct such an evaluation, nor an
undivided view of what the term “evaluation” actually means.

Evaluation criteria that are important for one system might not be relevant
for another one, and di↵erent stakeholders will have di↵erent perspectives
on what is relevant to explore. For example, the requirements for a physical
performance robot playing on stage together with musicians or other robots
might be significantly di↵erent from the requirements for a virtual agent
involved in a collaborative composition task. Di↵erent robot designs also pose
specific challenges that might not necessarily be relevant to other categories
of musical robots. For example, musical robots that act as wearable devices
or prosthetic devices raise questions that relate to the notion of cyborgs (see
e.g. [56]), aspects that are perhaps less relevant for an intelligent improvising
Disklavier piano. To conclude, the employed evaluation frameworks should not
be considered “o↵ the shelf” tools that can be readily applied to all settings.
The methods should be adapted to di↵erent situations, and perhaps also be
modified, to make sense for a specific musical context and stakeholder.
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Despite the heterogeneous views on evaluation discussed above, there are
some themes that re-occur across di↵erent research domains. For example,
terms such as functionality, usability, and user experience were mentioned in
literature from numerous fields. Several authors from various backgrounds also
voiced the need for more holistic approaches that go beyond traditional HCI
methods focused on standard usability metrics such as task completion rates.
Moreover, several mentioned the need for qualitative methods to explore the
complex nature of musical interactions and their situated nature, stressing the
importance of focusing on emotions and social interactions, as well as cultural
contexts. Other topics that reoccurred in the literature were attempts to more
clearly define when to evaluate, since this might a↵ect the choice of methods.

Considering the above, a reasonable suggestion would be to propose a
workflow for evaluation of musical robots, rather than a set of evaluation
metrics. Such a workflow could consist of the following steps:

1. Classify the robot using existing taxonomies. For example, is the robot a
humanoid, is it physical or virtual, is it a wearable device, and how much
AI and autonomous agency is involved? The purpose of this initial step is
to place the musical robot in a context and to inform the subsequent steps.
Taxonomies and strategies for classification described in Sections 12.1 and
12.2 can be used to help situate the robot in a historical context, and to
better understand the breadth of previous work that has explored similar
topics.

2. Specify the context (and goal, if there is such a thing) of the musical
interaction. For example, is the musical robot intended to be used in a
solo performance context or in ensemble play, is it performing in front of
a large audience, is it composing music (without an audience), and so on.
This step can also involve identifying high-level objectives driven by the
representative use of the envisioned robot system (this might or might not
involve UX goals, see [159]).

3. Identify stakeholders. This includes exploring what is the role of the human
versus robot, as well as the level of co-creation and collaboration. It also
involves situating the work in a socio-cultural context.

4. Informed by steps 1–3, identify evaluation methods from the literature
and adapt them, if necessary. This involves identifying both objective and
subjective measures, as well as formative and summative methods. Once a
set of methods have been identified, they can be tuned to fit the specific
musical setting, the socio-cultural context, and the stakeholders involved.

To conclude, it is worth noting that the review of evaluation methods
presented in Section 12.8 is far from a full systematic review and that it
should be expanded to include additional publication venues to be able to draw
generalized conclusions about the entire field of musical robots. The review
puts a strong emphasize on robotic musicianship in Computer Music and New
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Interfaces for Musical Expression (NIME) research. Di↵erent tendencies would
perhaps be identified if reviewing literature published in HRI journals. Finally,
it is likely that the dataset to be reviewed would have become much larger if
the search had been expanded to include the term “robot” in the main text
(not only in the title and abstract).
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