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The Abstract

Social robots as storytellers have great potential in regards to replay every
possible voice recording but also produce an endless variety of expressive syn-
thetic voices themselves to illustrate different story characters. In an online
study, we compared type of voice (human vs. synthetic) and number of voices
to investigate the effects on storytelling experience and robot perception. Re-
sults show that recipients’ transportation into the story was higher using a
single voice compared to using different voices independent of type of voice.
The same pattern was found for perceived robot intelligence. Anthropomor-
phism was higher for human than for synthetic voices. Further, animacy and
likeability differed between type of voices in dependence of their number. No
significant differences were found for warmth, competence, discomfort, or per-
ceived safety. In general, when using human voice in robotic storytelling a
single voice for the whole telling seems to be preferable. Further, when fo-
cusing on the storytelling experience in terms of transportation a single voice
should be preferred, independent of voice type. Illustrating different characters
by different voices is only suggested when utilizing synthetic voices.
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1.1 Introduction

Our voice is our most important communication medium [48]. This is even true
while communication technology is rapidly evolving. For example thinking of
the communicative possibilities provided by smartphones, voice calls are still
the most common way of mobile communication [16]. One reason for our pref-
erence on communication by voice are the inherent cues providing information
about our interlocuter. For instance, the human voice provides information on
a speaker’s sex [4], attractiveness [7], personality [4, 38], credability [55], and
emotions [68, 34]. Especially for emotional expression our voice is our primary
communication instrument [52]. For example, anger is conveyed by an increase
in loudness, fundamental frequency, and intensity [34, 65], whereas sadness is
recognized when speaking more slowly with a high pitch and intensity [65].

Thus, it is rather not surprising that humans also want to communicate
with machines by naturally and intuitively using their voice [48]. In turn, some
technologies have to rely on verbal communication. This is not only true for
voice assistants, but also for social robots. For effectively supporting humans
in a task-related as well as social manner social robots need to engage on both
a cognitive but also on an emotional level [9]. Therefore, a social robot and its
behavior should appear comprehensive and human-like [51]. ”Robot voice is
one of the essential cues for the formulation of robot social attributes” [21, p.
230]. Just like humans, robots can also express emotions through their voices.
Doing so fosters a richer social interaction, and supports the user’s interest in
the interaction [8].

One of the many fields in which robots are deployed is the robotic sto-
rytelling (see e.g., [61, 1, 58]). Especially within a story context, emotions
are crucial to understand a story [45]. Thus, robot storytellers should be pro-
vided expressive voices. For example, Kory Westlund et al. [35] found that
when a robotic storyteller’s voice included a wide range of intonation and
emotion compared to a flat voice without expressiveness, children who lis-
tened to the expressive robot showed stronger emotional engagement during
the storytelling, greater inclusion of new vocabulary acquired during the story-
telling into retelling of the story and greater fidelity to the original story when
retelling. In addition to imitating the expressiveness of human voices, social
robots as storytellers offer other speech-related capabilities that surpass those
of human storytellers. While humans have limited abilities disguising their
voice to portray different story characters, robots are able to not only play-
back every possible voice recording but also generate a sheer endless amount of
synthetic voices. Comparing single synthetic voice usage to the adjustment of
robotic voice to illustrate different characters, Striepe et al. [60] indicated that
adapting a robot’s voice to story characters in terms of pitch and speed im-
proves recipients’ narrative presence. However, synthetic voices are sometimes
negatively remarked by recipients (see e.g. [57]) and human voices are preferred
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over synthetic voices [24, 17]. Nevertheless, while researchers develop systems
automatically producing character-matched synthetic voices for robotic sto-
rytelling [42], there is no research on using different human voices to illustrate
individual characters in robotic storytelling to the best of our knowledge yet.
Therefore, we aim to shed light on this knowledge gap by investigating the
effect of number of voices and type of voice – human respectively synthetic –
in robotic storytelling on both storytelling experience and robot perception.

1.2 Related Work

Audio books, ”typically defined as a recording of a text read aloud by the au-
thor, a professional narrator, or a synthetic voice” [30, p. 124], have become
one of the most successful and fastest growing formats of story reception [43].
Especially for this long-form content the speaker quality and skill are decisive
for evaluating the listening experience [13, 15]. For example, narrators can ma-
nipulate their voice in terms of volume, pitch, intensity, or pauses to illustrate
a story’s text [15, 65]. Furthermore, giving different characters different voices
enhances the listening experience and eases keeping track of a story’s charac-
ters [40]. In more detail, there are four styles of narration in terms of voicing.
Most commonly each character is represented by a different voice acted out
by the speaker, called fully voiced narration. For instance, reading the books
from the Harry Potter series by J. K. Rowling out loud, Jim Dale adopts
various voices with adapted tones and pitches for all characters in the series
[40]. In contrast, in partially voiced narration only the primary characters are
represented with distinguishable voices, while the other characters share a
voice. Even less voices are utilized in unvoiced narration in which a story is
read straight without acting out distinguishable voices. Last, when multiple
narrators are taking part in an audio book production, different speakers can
represent different characters, which is called multivoiced narration [12]. Since
many voice actors are needed to create a multivoiced audio book, the pro-
duction process can be very expensive and time consuming. Using synthetic
voices is a more affordable way and could be a more feasible approach for au-
dio book producers [47, 53]. Yet synthetic voices are already used to produce
audio books [30]. While synthesized speech is difficult to understand at first,
intelligibility increases within the first five sentences of exposure largely and
linearly [64].

1.2.1 Voice Types in Human-Robot Interaction

Synthetic voices as part of the voice processing technology are mainly used to
transmit messages comprising information from a machine to a human [48].
Synthetic speech is also a key element of human-robot interaction [31]. First of
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all, the ”presence of voice is [a] strong trigger for anthropomorphic perception”
[p. 204][25], the attribution of human characteristics to robots. For instance,
emotive synthesized speech can improve the attribution of empathy to a robot
compared to a flat synthesized voice [32]. Moreover, the choice of voice alone
can already affect the interaction with and perception of a robot considerably.
For instance, Dou et al. [21] reported that a humanoid robot gained highest
ratings on competence when using a male voice, whereas highest scores on
warmth were obtained using a child voice.

Although synthetic voices are common within HRI, researchers also work
with pre-recorded human voices played back by the robot (see e.g. [61, 41]).
Since humans prefer real human voices over synthetic ones [24, 59, 44] this
choice can also positively affect an interaction. Inter alia, human voices are
perceived as being more expressive [11], likeable [5], truthful, involved [44],
credible, pleasant [36, 46], and appealing [36]. While some researchers re-
ported no difference between human and synthetic voices regarding persuasion
[59, 44], Rodero [46] reported that human voices are more persuasive in con-
veying advertising messages. These positive effects seem to be at least partially
transferred to a robot using human voice. Comparing a synthetic and human
voice used by the Alpha robot, Xu [67] found that when speaking with a hu-
man voice Alpha was rated more trustworthy, but was as attractive as with a
synthetic voice. Choice of voice also influences how people approach a robot.
Walters et al. [66] reported that participants’ desired comfortable distance to
a robot was significantly greater when the robot used a synthetic compared
to a human or no voice. Even a mismatch in terms of human-likeness between
an agent’s voice and motion does not reduce the human voice’s positive effect
on pleasantness [24]. Thus, Ferstl et al. [24] recommend the highest possible
realism of voice for virtual and robot-like agents, even when this produces
incongruence between the modalities.

Especially regarding storytelling human voices seem to be preferable due
to being considered as more suitable for emotional communication [46, 47].
Comparing a storytelling performed by the synthetic voice of Amazon’s Alexa
to a pre-recorded human female voice, Rodero [47] reported stronger emotional
responses in the human voice condition presumably due to to a deeper level of
processing. In addition, higher physiological levels of attention, arousal, and
valence as well as increased self-reported enjoyment, engagement, imagery and
recognition of information were observed in the human voice condition. Sim-
ilar results were found for robotic storytelling. Examining participants’ body
language Costa et al. found exhibited facial expressions indicating emotions
and non-verbal arm and head gestures indicating engagement when using a
human compared to a synthetic voice during storytelling with the Aesop robot
[17]. This might be explained by the positive relationship between perceived
robot anthropomorphism and engagement as well as narrative presence found
by Striepe et al. [60]. According to this finding, human-likeness, e.g. in voice,
seems to be an advantage for robotic storytelling. Another but somewhat sim-
ilar explanation is provided by Rodero and Lucas, who introduce the human
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emotional intimacy effect, proclaiming that people experience closeness and
connection when listening to a human voice which in turn leads to a solid
and positive emotional response [47]. This theory is in line with Mayer’s voice
principle. This principle states that ”people learn more deeply when the words
in a multimedia message are spoken in a human voice rather than in a ma-
chine voice” [39, p. 345], therefore human voices are suggested more effective
for teaching than synthesized ones. Following Rodero [47] this effect might be
transferred to emotional story content.

However, the predominance of human over synthetic voices seems to van-
ish with the continuous technical improvement of synthetic voices. Comparing
narration in a multimedia learning environment via a modern or older text-to-
speech engine or a recorded human voice, Craig and Schroeder reported bet-
ter perceptions of human voice considering engagement and human-likeness.
Nonetheless, there were no significant differences in learning outcomes, credi-
bility, perceptions, or cognitive efficiency to the modern text-to-speech system
[19]. Utilizing similar voice conditions with a virtual pedagogical agent the
modern text-to-speech engine even had a greater training efficiency and pro-
duced more learning on transfer outcomes than the human voice while being
rated as equally credible [18]. ”This provides consistent evidence against the
voice effect.” [18, p. 15] Comparing different synthetic voices newer methods
achieve results in likeability closer to human voices than older engines [5].
Even regarding long-form content such as storytelling several synthetic voices
outperform human voices [13].

This might explain newer findings in robotic storytelling. For instance,
Goossens et al. [27] indicated no significant difference in terms of engagement
and story difficulty between NAO ’s original synthetic voice and a pre-recorded
human voice. Moreover, children who listened to NAO’s original voice per-
formed significantly better concerning vocabulary acquisition. In a similar
study using the Pepper robot Carolis et al. [20] obtained similar results. Chil-
dren felt more positive emotions and reported a higher user experience in
terms of pleasantness, story understanding, and image clarity when listening
to the text-to-speech voice. Thus, new approaches and engines might provide
high-quality synthesized speech suitable for robotic storytelling.

1.2.2 Number of Voices in Robotic Storytelling

While voice type used in HRI has been heavily researched, the number of
voices used is less explored. Yet, machine learning frameworks are already
created to identify synthetic voices matching story’s characters. Based on the
idea that common children stories mainly include similar principal characters
such as a young innocent female such as Snow White or Ariel, a young heroic
male such as Prince Charming or Robin Hood, and an older villain such as
the Evil Queen or Ursula synthetic voices can be clustered following salient
attributes such as age and gender but also evilness, intelligence, pitch, and
so on [29]. Using Naive Bayes, Greene et al. [29] modeled a relationship be-



6Effects of Number of Voices and Voice Type on Storytelling Experience and Robot Perception

tween these attributes and synthetic voices to predict appropriate voices for
children’s stories’ characters. However, their approach was not yet evaluated
in a perceptual study. Also using an algorithmic approach Min et al. [42] were
able to map synthetic voices to characters in a robotic storytelling outper-
forming a baseline of random selection. In addition, the authors reported that
gender and character differentiation correlate positively with naturalness in
the robotic storytelling.

Using several manually pre-shaped versions of NAO’s synthetic voice Ruf-
fin et al. [50] implemented a robotic storytelling of an African tale in which
each character was given a distinct voice and LED color. Again, the resulting
storytelling sequence was not evaluated. Similarly, Striepe et al. [60] adapted
the synthetic voice of the Reeti robot in terms of speed and pitch to create
a fully voiced robotic storytelling. A user study revealed no significant dif-
ferences between one voice and character-adjusted voice concerning narrative
engagement and anthropomorphism of the robot. However, narrative presence
was higher when the robot modified its voice to illustrate the story’s characters
indicating a positive effect of character illustration via voice.

While the limited body of research on the use of different synthetic voices
in robotic storytelling shows positive consequences of character illustration,
to the best of our knowledge, no comparable studies have been conducted on
the use of different human voices.

1.3 Contribution

In contrast to the attempts of developing systems which automatically produce
synthetic voices matching characters in a robotic storytelling [42], there is no
research on using different pre-recorded human voices for robotic multivoiced
storytelling.

Based on previous work by Striepe et al. [60] and also findings from au-
dio book research [40] the use of multiple character-illustrating voices should
improve the storytelling experience. The listener’s transportation, ”the extent
that [they] are absorbed into a story” [28, p. 701], as a key element of narrative
engagement [10] is therefore assumed to increase when a robotic storyteller
uses distinct voices for different characters compared to an unvoiced narration,
regardless of the type of voice used.
H1: Transportation is higher during a multivoiced than during an unvoiced
storytelling.

Regarding type of voice used in HRI mixed results are found. Since positive
effects of synthetic voice usage were yet only found whithin children (see e.g.,
[20, 27]), we form our hypotheses based on the human emotional intimacy
effect [47], suggesting that a human voice enhances the storytelling experience
more than a synthetic voice, regardless of number of voices.



Method 7

H2: Transportation is higher when a robotic storyteller uses human compared
to synthetic voices.

Concerning robot perception, voice is an important ”anthropomorphic
ability” [22, p. 183]. Previous studies reported beneficial effects of using human
voices in HRI (see e.g., [67, 24]). Especially, human voices carry more emo-
tional cues [47] that are important for perceiving a human-like social entity
[23].
H3a: Perceived anthropomorphism is higher when a robotic storyteller uses
human compared to synthetic voices.
H3b: General robot perception is improved when a robotic storyteller uses
human compared to synthetic voices.
H3c: Social robot perception is improved when a robotic storyteller uses hu-
man compared to synthetic voices.

Regarding the number of voices, no suggestions can be made about robot
perception due to the limited scope of related work. Thus, the effects of multi-
voiced compared to unvoiced robotic storytelling were examined exploratory.
Also, the interaction between type and number of voices was investigated
exploratory.
RQ1: Does the number of voices used influence the perception of a robotic
storyteller?
RQ2: Is there an interaction between type and number of voices used in a
robotic storytelling in terms of storytelling experience and robot perception?

1.4 Method

To investigate the effect of number and type of voices used in robotic sto-
rytelling on storytelling experience and robot perception a 2 (one vs. three
voices) x 2 (synthetic vs. human voice) between groups design was applied in
an online study. The study was approved by the local ethics committee of the
Institute for Human–Computer-Media at the University of Würzburg (vote
#140222).

1.4.1 Materials

To analyze the influence of robot voice type and number, four settings were
implemented using the social robot NAO V6 [56] and Choregraphe version
2.8.6 [2].

We chose the story ”Conversation on a Bench in the Park” 1 which is
conceptualized as a dialogue between two men moderated by a narrator. The
men are talking on a park bench about a murder from the past. At the end

1https://www.kurzgeschichten-stories.de/t 2774.aspx
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FIGURE 1.1
Emotional gestures expressing fear, disgust, joy, surprise, sadness, and anger
(f.l.t.r.) implemented using Choregraphe.

of the story, the narrator reveals that possibly one of the men, called Sammy,
might have been the murderer himself while the other man was the responsible
police inspector. The story was annotated by four independent raters in terms
of basic emotions per sentence. Doing so, a set of six recurring gestures shown
in Figure 1.1 resembling the six basic emotions was added to the storytelling.
In addition, NAO’s line of sight was manipulated to clarify the change of
speaker. During the narrator’s passages, NAO looked directly into the camera,
while its gaze fixed the men to its left respectively right during their passages.
NAO was seated during the whole storytelling.

For the human voice conditions, three male voice actors were recruited,
with the narrator being spoken by a younger man and the two men being
spoken by older men. For the story version using one human voice (oneHum
condition) the narrator’s voice was recorded reading the whole story out loud
in an unvoiced style, whereas all three voices were recorded in a multivoiced
manner for the version using three human voices (threeHum condition). For
the synthetic voice conditions, NAO’s internal text-to-speech (TTS) module
was used which offers a voice shaping option that modifies the voice not only
in speed but also tone and thus allows to modificate NAO’s voice to generate
new voices of, e.g., different gender and age [2]. For the single synthetic voice
version we used NAO’s standard TTS voice (oneSyn condition). The standard
TTS voice was also used for the narrator in the three synthetic voices version
(threeSyn condition). For the two old men, the TTS voice’s tone was adjusted
to generate two synthetic male voices following suggestions of Traunmueller
and Eriksson [62].

Combining non-verbal and verbal features described above, four versions of
the story with the same non-verbal behavior but differing in voice usage were
implemented and video-taped2. The resulting video stimuli had a length of

2www.soundandrobotics.com/chX
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FIGURE 1.2
Freeze frame showing NAO expressing fear when narrator is speaking.

approximately 3:50 minutes. Camera angle and picture section are displayed
in Figure 1.2.

1.4.2 Measures

To analyze participants’ storytelling experience their transportation was mea-
sured using the Transportation Scale Short Form (TS-SF) [3]. It includes six
items, e.g., ”I could picture myself in the scene of the events described in the
narrative” which are answered on a seven-point Likert-Scale anchored by 1 -
”I totally disagree” and 7 - ”I totally agree”. Two items concern story char-
acters and thus were adopted to our story, e.g. ”As I listened to the story, I
could vividly picture Sammy”. Appel et al. [3] reported reliability of .80 to
.87, whereas Cronbach’s alpha of .91 was calculated for the current sample.

General robot perception was operationalized by the Godspeed question-
naire series [6], comprising five scales measured on five-point semantic differ-
entials: (1) Anthropomorphism comprising five items, e.g., ”machinelike” ver-
sus ”humanlike”, (2) Animacy including six items, e.g. ”mechanical” versus
”organic”, (3) Likeability with five items, e.g., ”unfriendly” versus ”friendly”,
(4) Perceived Intelligence comprising five items, e.g., ”foolish” versus ”sen-
sible”, and (5) Perceived Safety including three items, e.g., ”anxious” versus
”relaxed”. Bartneck et al. [6] reported reliability of .88 to .93 for Anthropomor-
phism, .70 for Animacy, .87 to .92 for Likeability, and .75 to .77 for Perceived
Intelligence. Reliability was not reported for the Perceived Safety scale. For
the current sample, Cronbach’s alpha of .76 was calculated for Anthropomor-
phism, .80 for Animacy, .86 for Likeability, .83 for Perceived Intelligence and
.76 for Perceived Safety.
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To get deeper insights into NAO’s perceived anthropomorphism, the mul-
tidimensional questionnaires to assess perceived robot morphology - anthropo-
morphism scale (RoMo) by Roesler et al. [49] was applied. The questionnaire
includes four scales targeting (1) Appearance, (2) Movement, (3) Communi-
cation, and (4) Context. Since we did not manipulate the robot’s appearance
and context and due to our focus on the robot’s speech we only used the
Communication scale which comprises ten items on verbal and non-verbal ex-
pression such as ”How human-like is the speech rhythm of the robot?”. The
items were answered using a slider anchored by 0% - ”not at all” and 100% -
”fully”. Cronbach’s alpha for the current sample was .89.

Social robot perception was operationalized using the Robotic Social At-
tributes Scale [14]. The questionnaire includes the three factors (1) Warmth,
(2) Competence, and (3) Discomfort, each comprising six items in the form of
adjectives, for example ”emotional”, ”reliable”, and ”strange”, which are eval-
uated on a 9-point Likert-scale anchored by 1 - ”definitely not associated” and
9 - ”definitely associated”. The authors reported reliability of .92 for warmth,
.95 for competence, and .90 for discomfort, while for the current sample values
of .87 for warmth, .91 for competence, and .78 for discomfort were calculated.

Last, participants were asked to provide gender and age. They were also
asked on their previous experiences with the NAO robot, namely whether they
had seen it in pictures or videos or had already interacted with it.

1.4.3 Study Procedure

The online survey was hosted using LimeSurvey version 444 [37]. When ac-
cessing the website, individuals first gave informed consent to take part in
the study. After being randomly assigned to one of the four conditions, they
watched the respective video described in section 1.4.1. Afterwards, they filled
in the questionnaires on transportation, general robot perception, perceived
anthropomorphism, and social robot perception. Last, participants provided
demographic data and were thanked and debriefed.

Participation in the study took about 15 minutes. We recruited our par-
ticipants from the students enrolled at the University of Würzburg using the
internal online-recruitment system. For their participation they received cred-
its mandatory for obtaining their final degree.

1.4.4 Participants

Overall, 145 persons with a mean age of 21.32 (SD = 2.23) years took part
in the study. While 28 participants identified as male (age: M = 22.00, SD
= 2.09), the majority of 117 participants self-reported being female (age: M
= 21.16, SD = 2.24). No one self-indicated as a diverse gender. Only 21
participants stated to have never seen the NAO robot before, whereas 124
already saw it in pictures or videos. In contrast, only 46 participants had
already interacted with the NAO robot in person.
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TABLE 1.1
Descriptive data per condition.

oneHum oneSyn threeHum threeSyn

M SD M SD M SD M SD

Transportationa 2.73 1.23 2.42 1.06 2.31 0.97 2.11 0.96

Anthro.b 1.99 0.58 1.66 0.57 1.43 0.43 1.62 0.57

Animacyb 2.72 0.54 2.35 0.57 2.44 0.57 2.50 0.71

Likeabilityb 3.54 0.68 3.21 0.77 3.11 0.59 3.32 0.84

P. Intelligenceb 3.41 0.60 3.29 0.76 3.04 0.57 3.12 0.84

P. Safetyb 3.06 0.89 3.34 0.81 3.05 0.89 3.07 0.85

Anthro. Comm.c 38.92 19.32 23.18 15.80 30.79 13.80 27.10 17.44

Warmthd 3.93 1.48 3.88 1.62 3.64 1.55 3.88 1.69

Competenced 5.08 1.81 5.33 1.83 4.69 1.63 4.72 1.69

Discomfortd 2.62 1.38 3.03 1.12 3.26 1.68 3.31 1.57

P. = Perceived, Anthro. = Anthropomorphism, Anthro. Comm. = Anthropomorphism in Communi-
cation.
a. Calculated values from 1 to 7.
b. Calculated values from 1 to 5.
c. Calculated values from 0% to 100%.
d. Calculated values from 1 to 9.

Being randomly assigned to one of the four conditions, 36 persons watched
the story told by NAO using one human voice (nmale = 9, nfemale = 27; age:
M = 21.39, SD = 2.33), whereas 41 participants watched the story told using
one synthetic voice (nmale = 8, nfemale = 33; age: M = 21.34, SD = 2.25). In
each case, 34 people watched the video, with three human (nmale = 5, nfemale

= 29; age: M = 21.32, SD = 2.48) respectively three synthetic (nmale = 6,
nfemale = 28; age: M = 21.34, SD = 1.88) voices.

1.5 Results

All analyses were conducted using JASP version 0.16.0.0 [33]. An alpha-level
of .05 was applied for all statistical tests. Descriptive data is presented in
Table 1.1. Calculated Levene’s tests indicated homogeneity of variances for
all scales, ps > .05.
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FIGURE 1.3
Descriptive plot for transportation. Error bars display standard error.

1.5.1 Transportation

A two-way ANOVA was used to analyze the effects of number of voices (H1)
and type of voice (H2) on recipients’ Transportation into the story told. Calcu-
lated results indicate a significant main effect of number of voices (F (1, 141) =
4.33, p = .039, ω2 = .02), whereas no significant main effect of type of voice was
shown, F (1, 141) = 2.39, p = .148, ω2 = .01. Also, no significant interaction
effect was revealed, F (1, 141) = 0.11, p = .739, ω2 = .00. Bonferroni-adjusted
post-hoc comparisons again revealed no significant interaction (ps > .05), but
a significant difference comparing number of voices when averaging over the
levels of type of voice with higher values for one compared to three voices as
displayed in Figure 1.3.

1.5.2 General Robot Perception

First, both anthropomorphism-related scales were analyzed using two-way
ANOVAs (H3a & RQ1). Considering Anthropomorphism a significant main
effect of number of voices (F (1, 141) = 3.97, p = .001, ω2 = .06) was in-
dicated, while no significant main effect of type of voice was observed, F (1,
141) = 0.68, p = .450, ω2 = .00. Further, a significant interaction was found
between number and type of voices, F (1, 141) = 2.49, p = .004, ω2 = .05.
Bonferroni-adjusted post-hoc comparisons indicate significantly higher values
of anthropomorphism for oneHum compared to threeHum (p < .001) as well
as for oneHum compared to threeSyn, p = .029. In addition, the difference of
higher vaues in oneHum compared to the oneSyn condition just missed sig-
nificance, p = .050. This disordinal interaction can be seen in Figure 1.4. In
contrast, for Anthropomorphism in Communication no significant main effect
of number of voices (F (1, 141) = 0.57, p = .450, ω2 = .00) was shown, while
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the main effect of type of voice was significant, F (1, 141) = 12.18, p < .001,
ω2 = .07. Also, the interaction effect was significant, F (1, 141) = 4.68, p =
.032, ω2 = .02. Bonferroni-corrected post-hoc comparisons reveal significantly
higher values for oneHum compared to oneSyn (p < .001) as well as for one-
Hum compared to threeSyn, p = .022. This disordinal interaction is displayed
in Figure 1.4.

Further, to analyze general robot perception again two-way ANOVAs were
calculated (H3b & RQ1). Regarding Animacy, neither main effect of number
of voices (F (1, 141) = 0.37, p = .544, ω2 = .00) nor main effect of type
of voice (F (1, 141) = 2.35, p = .128, ω2 = .01) were significant. However,
ANOVA calculation revealed a significant interaction between number and
type of voices, F (1, 141) = 4.70, p = .032, ω2 = .03. Bonferroni-adjusted
post-hoc tests solely showed significantly higher values for oneHum compared
to oneSyn (p = .047) as displayed in Figure 1.4.

Analyzing Likeability, no significant main effect of number of voices (F (1,
141) = 1.74, p = .189, ω2 = .01) or type of voice (F (1, 141) = 0.25, p =
.616, ω2 = .00) was indicated. In contrast, the interaction between number
and type of voices was significant, F (1, 141) = 5.29, p = .023, ω2 = .03.
However, Bonferroni-corrected post-hoc comparisons only indicated a trend
of descriptively higher values in the oneHum condition compared to the three-
Hum condition, p = .077.

For Perceived Intelligence a significant main effect of number of voices was
revealed (F (1, 141) = 5.30, p = .023, ω2 = .03), whereas the main effect of
type of voice was insignificant, F (1, 141) = 0.02, p = .881, ω2 = .00. Also,
no significant interaction effect was found, F (1, 141) = 0.81, p = .369, ω2 =
.00. Bonferroni-adjusted post-hoc comparisons confirmed that when averaging
results over the levels of type of voice using one voice achieves higher ratings
than using three voices. , as displayed in Figure 1.4, but pairwise comparisons
revealed no significant differences between the individual groups.

Last, there was no significant main effect of number (F (1, 141) = 0.95, p
= .331, ω2 = .00) or type of voice (F (1, 141) = 1.16, p = .284, ω2 = .00) for
Perceived Safety. In addition, no significant interaction effect was observed,
F (1, 141) = 0.86, p = .355, ω2 = .00.

1.5.3 Social Robot Perception

In order to investigate the effects of number and type of voice on social robot
perception (H3c & RQ1), again two-way ANOVAs were carried out. Regarding
Warmth, neither a significant main effect for number (F (1, 141) = 31, p =
.582, ω2 = .00) nor for type of voices (F (1, 141) = 0.32, p = .723, ω2 =
.00) was found. Similarly, the interaction effect was insignificant (F (1, 141) =
0.77, p = .581, ω2 = .00) and Bonferroni-corrected post-hoc tests indicated no
significant differences in pairwise comparisons. The same pattern was found
for Competence. No significant main effect was found for number (F (1, 141) =
2.96, p = .088, ω2 = .01) or type of voices, F (1, 141) = 0.22, p = .628, ω2 =
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FIGURE 1.4
Descriptive plots for general robot perception. Error bars display standard
error. Anthro. Comm. = Anthropomorphism in Communication.
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.00. Again, no significant interaction effect was indicated, (F (1, 141) = 0.14, p
= .707, ω2 = .00) and Bonferroni-adjusted pairwise comparisons revealed no
significant differences between the individual conditions. Last, similar results
were found for Discomfort. Concerning the main effect of number of voices
(F (1, 141) = 3.65, p = .058, ω2 = .02) only a trend that just missed significance
was revealed, whereas no significant main effect of type of voice (F (1, 141) =
0.89, p = .348, ω2 = .00) was indicated. Again, no significant interaction was
found, (F (1, 141) = 0.57, p = .451, ω2 = .00), and Bonferroni-corrected post-
hoc comparisons indicated no significant differences between the conditions.

1.6 Discussion

To investigate the effects of type of voice (human vs. synthetic) and number
of voices (one vs. three) in a robotic storytelling scenario on both storytelling
experience and robot perception an online study was carried out.

Participants’ transportation into the story told by the robot was signifi-
cantly higher for the unvoiced compared to the multivoiced narration for both
synthetic and human voices. Thus, H1 is rejected. This finding is not only in
contrast to our presumption but also to findings from audio book research [40]
and related research on robotic storytelling using fully voiced narration [60].
One possible explanation might be that humans are looking for consistency.
If we listen to a multivoiced audio book we imagine multiple voice actors.
Consequently, watching a single robot using different voices is inconsistent
in terms of expected number of speakers. This conflict might have impeded
participants’ transportation into the story. In contrast, this finding could also
potentially be due to a poor distinguishability of the voices used. We used only
male voices in the human voice conditions and also male-sounding voices in
the synthetic voice conditions. Although the narrator was way younger than
the other two speaker the voices may have been too similar. Additionally, Min
et al. [42] report a positive effect not only of character but also gender dis-
tinction. A wider variety of voices should be used in future studies to improve
character and gender distinction and elicit naturalness as reported by Min et
al. [42].

Further, no significant difference was found between human versus syn-
thetic voice(s). Thus,H2 is rejected, too. Also, no interaction between number
and type of voice was indicated (RQ2). Overall, transportation was relatively
low in all conditions. Reasons might be the story itself and the NAO robot.
The story comprises a dialogue between two men having a conversation about
a murder from the past. While the story’s genre crime is one of the most popu-
lar book genres today [54] and should therefore meet most of the participants’
interest, the story’s structure is relatively uncommon and thus interfering – al-
though the dialogue structure was suiting our research aim. The isochronous
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narration includes rather individual information about the murder stringed
together than a continuous plot and thus might have been hard to follow.
Vaughn et al. [63] suggest a positive relationship between transportation and
fluency or easiness of processing a story. In turn, the missing fluency in our
story and the mental effort required to follow the storytelling and grasp all
relevant information may have hindered participants’ transportation into the
story. Another impeding factor might have been the mechanical sounds from
the robot’s motors. Frid et al. [26] reported that ”certain mechanical sounds
produced by the NAO robot can communicate other affective states than
those originally intended to be expressed” [p. 8]. This could have led to confu-
sion among our participants, which in turn worsens fluency of the storytelling
and increases mental demand. Moreover, NAO’s motor sounds were generally
found to be disturbing [26]. Therefore, in future studies these motor sounds
should be completely masked as suggested by Frid et al. [26] or the use of
other robots should be considered. Additional attention should be paid to the
fact that the story used is easy to process and follows familiar structures.

Effects of choice of voice type and number on general robot perception
were mixed. Especially for anthropomorphism conflicting results were found.
While anthropomorphism in communication was significantly higher when
using human compared to synthetic voices in both unvoiced and multivoiced
conditions, no such finding was revealed for anthropomorphism measured us-
ing the Godspeed scale focusing on robot appearance, i.e. ”moving rigidly” or
”machinelike” [6]. However, for both measures the oneHum condition yielded
the highest scores, so that H3a can be partially accepted. Human voices seem
to be preferable for triggering anthropomorphism. Regarding number of voices
(RQ1), following results from our pairwise comparisons unvoiced narration
should be preferred when utilizing human voices, whereas when using syn-
thetic voices both unvoiced and multivoiced narration are acceptable in terms
of perceived anthropomorphism.

For animacy, likeability, perceived intelligence, and perceived safety no sig-
nificant differences were found when comparing human and synthetic voices.
Therefore, H3b is rejected. This finding is in contrast to the human emotional
intimacy effect. Even though the synthetic voices used in our study were per-
ceived less human-like as shown above, this lack of human-likeness did not
affect general robot perception. Our findings support the claim that modern
synthetic voice engines achieve results close to human speech [5, 13] and may
have reached a point where they can deliver narration as credible as human
voices [19].

Regarding RQ1, no difference between unvoiced and multivoiced narra-
tion was found for animacy, likeability, and perceived safety. In contrast, un-
voiced narration scored higher on perceived intelligence compared to using
three voices independently from voice type. While no interaction (RQ2) be-
tween number and type of voice was found for perceived intelligence and safety,
both factors interact in terms of animacy and likeability. While human voice
should be preferred for unvoiced narration in terms of animacy, no differences
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were obtained between human and synthetic voice for multivoiced narration.
For improving likeability, either one human or multiple synthetic voices should
be used. However, this is only a trend in the data. Overall, the oneHum con-
dition scored highest on all scales except for perceived safety. Thus, unvoiced
narration using a human voice is suggested to improve general robot percep-
tion but also synthetic voices are acceptable.

Regarding social robot perception, no differences in warmth, competence,
and discomfort were obtained between human and synthetic voice usage, thus
H3c must be rejected. Similarly, no differences were indicated comparing un-
voiced and multivoiced narration (RQ1). Also, no interaction between both
factors was observed (RQ2). Neither type nor umber of voice seems to affect
social robot perception.

1.7 Practical Implications for Choice of Voice

First of all, the choice of voice for robotic storytelling can be made inde-
pendently from a robot’s perceived sociality in terms of warmth, and more
important discomfort and competence. None of the voice conditions tested
made our participants feel uncomfortable. In terms of storytelling experience
unvoiced narration is suggested, while type of voice can be freely chosen. This
is also true if a robot’s perceived intelligence shall be improved. The decision
between human and synthetic voice becomes relevant only for scenarios in
which anthropomorphism is crucial. If high levels of anthropomorphism are
desired, human unvoiced narration should be preferred. Otherwise, human
and synthetic voices performed almost the same, so that human voices are
partially recommended for unvoiced narration, whereas when using synthetic
voices suit both unvoiced and multivoiced narration.

1.8 Conclusion

An online study was carried out to shed light on the choice of voice for robotic
storytelling not only in terms of type of voice, namely human or synthetic,
but also in terms of number of voices used, leading to unvoiced or multivoiced
narration. While audio book research reports positive effects of multivoiced
narration on the storytelling experience our results suggest a preference for un-
voiced narration potentially due to the robot’s physical embodiment. Regard-
ing type of voice, our findings support the assumption that modern synthetic
voice engines achieve results close to human speech and may have reached a
point where they can deliver narration as good as human voices. At this point,
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mixed productions of synthetic and natural signals [53] might be a next step
to be tested in future work.

Acknowledgments

The authors would like to thank Alisa Dianov, Angela Ast, Annika Büttner,
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